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S U M M A R Y  

This paper discusses the ergodic queue length distribution of a bulk service system with finite waiting space by the 
method of the imbedded Markov chain. The system under consideration is a queuing system with Poisson arrivals, 
general service times, single server and where service is performed on batches of random size. 

1. Introduction 

In this paper we analyze a queuing system with Poisson arrivals, general service times, single 
server with variable batch capacity and finite waiting space. Such a system is denoted by 
M/G{r}/1/(N +1) and is usually called a bulk service system. The stationary queue size distri- 
bution for this bulk service system is obtained by the method of the imbedded Markov chain. 
The method is based upon the fact that if the input is of the Poisson type, the length of the 
queue at epochs just when a batch departs constitutes a Markov chain which is "imbedded" in 
the continuous time parameter process. For  an epoch at which there are no customers re- 
maining to be served, the service is discontinued and the next observation on the process occurs 
at the end of the service period for the first subsequent arrival. The "imbedded" Markov chain 
is completely characterized once the transition probability matrix has been determined. 

Special cases of the bulk service system considered in this paper have been studied by several 
authors such as Finch [3], Jain [4], Bhat [1,2], Takamatsu [9], Jaiswal [5], Rao [7], Keilson 
[6], Singh [8]. 

2. M/G(r)/1/(N+ 1) Queuing System: 

This bulk service system can be described as follows: 
(i) Customers arrive one at a time in a Poisson process with parameter 2. The probability 

that j customers arrive in a time interval (0,t) is therefore 

k)(t) = e- j~ 
(ii) The customers are served in batches of variable capacity. We assume the service capacity 

to be s, i.e., not more than s customers can be served at any time. Let tl, tz, ... be the instants 
of departure of the successive batches, and denote by v, the service time of the batch departing 
at t,. We assume that {v,} is a sequence of identically distributed independent random variables 
with a common distribution function G (t), (0 < t < oo). We further assume that v, are independent 
of the arrival process. 

(iii) Let s -  11, be the capacity for service ending at t,+ 1 (n=0,  1, 2, ...). We assume that the 
random variables 11, are identically distributed and mutually independent, and also independent 
of the arrival process. Let 

Pr{Y ,=r}=br ,  O<-r<s, 
= 0  r > s  

This may also happen if g, customers of the service ending at t, need to go for another service, 
the total capacity of service of any batch being s. Then for the service starting after t,, the server 
takes min ( s -  Y,, whole queue length). Let 
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J 

Bj = ~ b~ = Pr {customers already present with the server at a service epoch <j} 
r = 0  

and 

B~(x)= ~ b,x' .  
t = 0  

Note that 

B~(1) = n~ = 
r = 0  

b r = 1 and B 0 = bo �9 

(iv) The waiting room has a fixed capacity of (N + l )  customers (including those in service). 
An arrival finding the waiting room full balks and an arrival after joining the system does not 
renege. The server is never idle in the presence of customers. 

3. Analysis of the M/G(Y)/1/(N+ 1) System: 

We say that the system is in state Ej when there are j customers in the system (including the 
batch just moving to be served). We define the transition probabilities: 

7u = Pr{next state is Ej] previous state was Ei} 

and the equilibrium probabilities 

Pj = Pr{the system is in state Ej}, j = O, 1, 2 ..... N. 

We next introduce the generating function 
N - 1  

P(x) = Z PJ Xj (l) 
j = o  

Now let x. be the number of customers arrived during a service period ending at t. ; the distri- 
bution of x. is given by 

;o ( t)J . . . . .  
Pr{X. = j}  = kj = J o e  ~(..-auto (2) 

We next define 
N - 1  

K(x)=  Y kjx  (3) 
/ = 0  

The transition probability matrix for this system is given in Table 1. 
From the transition probability matrix, we see that the equations determining the equi- 

librium probabilities are : 

pj = kjPo +(kjBs_l +kj_lb~)pj + (kjB~-2+kj-tbs-~ +kj-2bs)P2+ ... 
+(kjB 1 + k  j_ 1 b2 +""  +k  j-s+ 1 bs)Ps- 1 

+(kjbo +kj- lb l  +... +kj_sb~)p~ +... 

+ ( k j - u + s -  1 bo + k j - u + s b l  +""  +k j -N+ 1 bs)PN- 1 

+(kj-N+~bo +kj-N+,-lbl +... +kj-Nbs)PN 
for j = 0, 1, 2 . . . . .  N -  1 (4) 

and 

PN = INPo q-(luBs-1 +IN- lbs)Pl  +""  q-(Is+lbo +Isba q-. . . l lbs)pN-1 

+(lsbo +... +lobs)pN, 
where 
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244 K P. Singh 

I r = k r q-kr+ 1 q-kr+ 2 + . . .  (5) 

In short we have 
N 

P j =  ~ rijpi j =  O, 1, 2 . . . .  , N 
i = 0  

where rij are the elements in the transition matrix. We shall consider the above expression only 
f o r j ~  N -  1, since for j = N ,  we have from (5), 

INPo +(lNB~-a +lN-lb~)pa +.. .  +(Is-abo +l~bl +. . .  +l~b~)pn_a 
PN = (6) 

Therefore 

p j =  

where 
s--1 

A 1 = ~ r~jpi = 
i = 0  

N 

rijpi (j = O, 1, 2 . . . . .  N -  1) 
i = 0  

s - 1  N 

Z rljpi + E riJPi= As +A2 (say) 
i = 0  i=s  

N 

A 2 - ' =  Z ~:ijPi : 
i=s  

kjPo 

+(kjB~_ 1 +k j_ ~ b~)pl 

+(kjBs _ 2 +k j_ 1 b~_ 1 +k j_ 2 b~)p2 
-[- . . . . . . . . . . . . . . . . . . .  

+ (kjB1 + kj-  l b2 q- ... q- kj-s+ l b~)P,- , 
s - 1  s - 1  

kj 2 Bs-iPi -Jr E Pl kj-i+s-rbr 
i=O i = l  r = s - - i + l  

(kjb o +k j_ 1 b~ +... +kj_~bs)ps 

.q- . . . . . . . . . . . . . . . . .  

+(kj_x+sbo +... +kj_Nb~)pN 

= ~ Pi ~ kj-i+~-~br 
i=s  r = O  

Using these values of A1 and A 2 in (7), we have 

s - 1  s - 1  ~ ,  ~ ~_~ 

p j =  kj ~ Bs_ip i q- 2 Pi kj-i+s-rbr + Pi k j - i+s -rbr  
i=0  i=1  r = s - - i + l  i=s  r = 0  

(7) 

(8) 

(9) 

Multiplying the above expression by x j and summing over j = 0 ,  1, 2 . . . . .  N -  1 and using (1) 
and (3), we have 

s--1 N 1 s - 1  s 

P(x)= K(x) Z Bs-iPi + Z xj E Pi E kj-i+s-rbr 
i = 0  j=O i=1  r = s - - i + l  

kj-i+s,rbr = C1 +C2 +C3 (say) (10) 
r = O  

N - 1  N 
+ y x J y p  i 

j = O  i=s  

where 
s--1 

C 1 = K(X)  E Bs-iPi 
i = 0  
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N-1 s-1 
Ca= ~ xJ ~ Pi kj_i+~_,b~ 

j = O  i = 1  r=s--i+l 

Algebraic simplification of this term gives 
s - - 1  

C2=(K(x)'x-S 2 ~ pib~x i+~ - x  N 
i = 1  r = s - - i +  1 

K 
- -  X s 2 Pi Xi b~ x~-xN'C* 

i = 1  r=s--i+l 

where 
s-2 s - r -1  i s -2  s-1 i-r  

C * : Z  E E P~+rb~-rku-jx'-J=Z E E Pibs-rkN-jX' r-J 
r = 0  i = 1  j = l  r = O  i = r + l  j = l  

N - 1 N  i N N-1 i 
C 3 =  E x) E Pi kJ - i+s-~br= E E P ik j - i+s-rbr  x j  

j = O  i=s r : O  i=s j=i--s r=O 

Let m = j - i  + s - r  

Then 

s r - 1  s - 2  i 

E E E Pi+~bs-,kN-jx'- j 
i = 1  r = O  j = l  

N N - l - i + s - r  ~, 
C3 = ~ ~ pik,nbrxm+i s+, 

i :s  m= --r r=O 

N N - l - i + s - r  
E Pi x i - s  Z km xm br Xr 
i=8 rtl: --r r = O  

N ~ N - l - i + s - r  
p l x  i - s  ~ kmxm" b , x  * 

i=s r:O m = - - r  

Thus 
N 

C3 = E Pi y i - s  
i=s 

N - l - i + s - r  
b~ ~ xr  k m X  m , 

r=O m=O 
since kj = 0 for j < 0 .  

• pi x i - s  
i=s 

b,x ~ km X m -  kmx 
r = 0  t - m = 0  m=N--i+s-r 

N N s N-1 
~, P i x i - S B s ( x ) ' K ( x )  - ~ pi x i - s  ~ br ~ km Xm+r 
i=s i=s r = O  m=N-i+s-r 

_ K(x) pixiBs(x)- b, ~ pikm Xi+m-s+r 
X s . z=s i=s r = 0  m=N-i+s-r 

Now substituting the values of C1, C2 and C 3 in (10), we have 

P(x)=K(x) E B~-iPi + x S ~=lpixi br x'-xu'C* 
i = 0  i r = s - i + l  

+ __K(x) pixiBs(x)- br E pikm xi+m-s+" 
xs i=s r = O  i=s m=N-i+s-r 

it = K(x) E B~-iPi + x ~ Pi xi br xr + pixiB.,(x 
i = 0  L i = I  r=s-i+l  i=s 

--xN'C * -- b~ ~ pikmx i+m-'+' 
r=O i=s m=N-i+s-r 

245 

(11) 

(12) 

(13) 

(14) 

(15) 
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Algebraic simplification of the terms in braces on the right hand side in the above expression 
will give us 

+ P(x) = K(x) • Bs_ip i + Pi xi b, "xr- Z Pi xi b,.x 
i = 0  i r = 0  i = 0  r = 0  

N N - 1  

- - x N C * - -  br 2 Z Pi kmXm+i-s+r 
r = O  i=s  m = N - i + s - - r  

~ - '  K(x) 
= K(x) Z B s - i P i  + - -  [{P(x)+pNxN}B~(x) 

i= 0 x S  

s - -1  s N N - 1  

- pix Bs-i(x)] �9 - ~ b, ~ 2 E i --X N C* pikm Xm+i-s+r 
i=O r=O i = s  m = N - i + s - r  

Thus 

I1 )1 F~ 1 ~-1 7 P(x) K(x) B~(x = K(x) ~=oPiXi-~B~-i(x 
;< )J 

[< 7:"-' .K(x)] b, E 
- x N  *--PNB~(x) X~ J -  •:0 i . . . .  N - i + s - r  

Therefore 
s-1 

K(x) Z ~ ' pi[B~-ix -xB~- i (x)J  
p ( ~ )  = i:o 

xS-K(x)B~(x) 

N N - 1  

E ~ E b, pik,, xm+i+r -C* x'-- Pu B, (x) " K (x)7 
. .~X N _ ~ i i  . . . .  O m = N - i + s - ,   :Vs J K ( x ) , ~ ( x ) - x  s 

where C* is given by (12). (16) 
Only the first term on the right hand side in (16) will contribute to the coefficients of x j for 

j <  N -  1. We disregard the second and third terms on the right hand side in (16), since they 
give the coefficients of x ,i for j >N.  These are not needed because we wish to compare the 
coefficients of x j for j <  N on both sides in (16) in order to evaluate pj for j <  N. Let 

S--1 

K (x) Z ~ i p,{x B~_,-~ Bs_,(~)} 
Q(x) = , : o  

S--1 

Z Pi{X~Bs i-xiB~ i(x)} 
= i:o (17) 

~"/K(x) -  B~(x) 

The function Q(x) is fully determined once Po, Pl . . . .  , P~-1 are specified. This can be done by 
applying the usual arguments of analyticity of Q (x) and Rouch6's Theorem. The expected 
value of Q can only be obtained by evaluating the probabilities Po, Pl, ..-, P,- It should be 
noted that the usual method of getting E(Q) as P'(1) can not be used since P(X) is not obtained 
as a closed form expression. 

4. Total Time Spent in the System: 

Let W be the total time spent by a departing customer, who leaves Q customers behind. Let 
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Finite waiting space bulk service system 247 

F(t) be its distribution function. Then 

Pi = Pr{Q = j}  = e -a'  (2t)J dF(t) j< N 

PN = Pr{Q = N} = e -a'  (2t)j dF(t) 
j=N dO ~-" 

From these two expressions, we have 

N 

2 JPJ = 
j = o  

~- ~ foo (,~t)J 
j e -at dF(t) +N 

j=O 0 ~ - "  
~, f~ e- at O~t)J dF(t) 

j=N ~ - "  

then 

.. E(Q)= Z J e-at dF(t) +N ~ e -a* dF(t) 
. o  j=o 5V. j=~ Y.  

E(Q) = ~ je -at dr(t) +N - e -at dr(t) 
o j=o  7 o j=o  

where 

Thus 

o r  

foo [,~ N- ~ _ a, (,~t)J 
= N +  t ~ e  j! 

0 j=O 

= N +  o t F(N-1)  

- ; i  N e-Zt(2jt!)S]dF(t) 

r(n, ;~t!] 
N ~(-(N) -] dF(t) 

~ e - a 2  j - F ( N + I ,  2) 

j=o  J! F(N +I) 

[ (N-1)2 tF(N-1 ,  2t)- NF(N, 20] dF(t) 
E(Q) = N + ?~N) o 

i: [NF(N, 2 t ) - ( N - 1 ) 2 t F ( N - 1 ,  2t)]dF(t):  F(N)[N-E(Q)]  

This expression relates the waiting time distribution and the average number of customers in 
the system. Thus the waiting time can be found by using the properties of incomplete gamma 
functions from the above expressions. 

5. Special Cases* 
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