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SUMMARY

This paper discusses the ergodic queue length distribution of a bulk service system with finite waiting space by the
method of the imbedded Markov chain. The system under consideration is a queuing system with Poisson arrivals,
general service times, single server and where service is performed on batches of random size.

1. Introduction

In this paper we analyze a queuing system with Poisson arrivals, general service times, single
server with variable batch capacity and finite waiting space. Such a system is denoted by
M/GY/1/(N +1) and is usually called a bulk service system. The stationary queue size distri-
bution for this bulk service system is obtained by the method of the imbedded Markov chain.
The method is based upon the fact that if the input is of the Poisson type, the length of the
queue at epochs just when a batch departs constitutes a Markov chain which is “imbedded” in
the continuous time parameter process. For an epoch at which there are no customers re-
maining to be served, the service is discontinued and the next observation on the process occurs
at the end of the service period for the first subsequent arrival. The “imbedded” Markov chain
is completely characterized once the transition probability matrix has been determined.

Special cases of the bulk service system considered in this paper have been studied by several
authors such as Finch [3], Jain [4], Bhat [1,2], Takamatsu [9], Jaiswal [5], Rao [7], Keilson
[6], Singh [8].

2. M/G'V/1/(N+1) Queuning System:

This bulk service system can be described as follows:

(i) Customers arrive one at a time in a Poisson process with parameter 1. The probability
that j customers arrive in a time interval (0,¢) is therefore

ity
kj(t) =g u 7"—

(ii) The customers are served in batches of variable capacity. We assume the service capacity
to be s, i.e., not more than s customers can be served at any time. Let ¢, ¢,, ... be the instants
of departure of the successive batches, and denote by v, the service time of the batch departing
att,. We assume that {v,} is a sequence of identically distributed independent random variables
witha commondistribution function G (t),(0 =< t < o). Wefurtherassume thatv,are independent
of the arrival process.

(iil) Let s— Y, be the capacity for service ending at ¢, (n=0, 1, 2, ...). We assume that the
random variables Y, areidentically distributed and mutually independent, and also independent
of the arrival process. Let

Pr{Y,=r}=0b,, 0<r<s,
=0 r>s

This may also happen if Y, customers of the service ending at ¢, need to go for another service,
the total capacity of service of any batch being s. Then for the service starting after t,, the server
takes min (s— Y, whole queue length). Let
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Pr{customers already present with the server at a service epoch <j}

and

Note that
By(1)=B,= Z b.,=1and By =b, .
r=0

(iv) The waiting room has a fixed capacity of (N +1) customers (including those in service).
An arrival finding the waiting room full balks and an arrival after joining the system does not
renege. The server is never idle in the presence of customers.

3. Analysis of the M/G™/1/(N + 1) System:
We say that the system is in state E; when there are j customers in the system (including the
batch just moving to be served). We define the transition probabilities:
%;;= Pr{next state is E; | previous state was E;}
and the equilibrium probabilities
P; = Pr{the system is in state E }, j=0,1,2,...,N.

We next introduce the generating function
N—-1
P(x)= Y p;x/ (1)
ji=0

Now let x, be the number of customers arrived during a service period ending at ¢, ; the distri-
bution of x, is given by

(s} /1[ J
prix,=j) == | e i o)
0 .
We next define
N-1 )
KX)= Y k;xJ (3)
i=0

The transition probability matrix for this system is given in Table 1.
From the transition probability matrix, we see that the equations determining the equi-
librium probabilities are :

pj=kppo+(k;Bs—1 tk;_1b)py +(k;Bs_s+k; by +k;_,b)p,+ ...
+(k;By tkj_1by+... ki1 b)ps—q
+(kibotk;_ by +...+k;_b)p,+...
(kj-n+s—1bo tk; nisby +oo Ry 1b) Py
(k- nasbo TKjonrs—1by ... Hk_yb)py
forj=0,1,2,...., N—1 @)

+

and

pnv=Ixpo +(lNBs—1 +lN—1bs)P1 +... +(ls+1b0 +Iby +-~~l1bs)PN~1
+(lbo +... Hlob)py

where
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L=k, +k, . +k,s+... (5)
In short we have

N
pi="Y ryp =012, ..N
i=0

where r;; are the elements in the transition matrix. We shall consider the above expression only
for j< N—1, since for j=N, we have from (5),

_ Ivpo HinBs—1 iy 1b)py ... (L1 by +1 by +... +lib)pa_s
Dy = (6)

(1 -y l,bs_,>
r=0

N
pi=Y ryp (=0,1,2, .. ,N-1)
i=0

Therefore

s—1 N .
= 2 rypit Y rypi= Ay +4, (say) ()
i=0 i=s
where
s—1
A= Z FijDi = ijo
i=0

+(ijs—- L +kj~ 1 bs)P1
+(ijS“‘2 +kj—1bS*1 +kj"2bs)p2

+ ...................
+(kjBy +kj_ by + .o+ kg b)pey
s—1 s—1 s
=k; Z B,_ip; + Z Di Z kj—i+s—rbr (8)
i=0 i=1 r=s—i+1

N
A, = Z iD= (kjbo +k;—1by ... +k;_b)p,

+(kj—n+sho ... +k;_nb)py

N s
= Z, Di Zo kj~—i+s—rbr (9)

Using these values of A; and A, in (7), we have

s=1 s—1 s N s
pj=k; Z B,_;p; + Z Di Z kj-i+s—rbr + Z Di Z kj—i+s—rbr
i=0 i=1 r=s—i+1 i=g r=0
Multiplying the above expression by x/ and summing over j=0, 1,2, ..., N—1 and using (1)
and (3), we have

s

s—1 N-1 s—1
P)=K(x) Y Beipi + 2 X Y pi Y ke ,br
i=0 j=0 i=1

r=s—i+1
N-1 ) N s
+ x! sz Z ki issrby=C;+C,+C5 (say) (10)
j=0 i=s r=0
where
s—1
Cl —K(X) Z Bs*lpl
i=0
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N-—-1 s—1 5
C2: Z x! Z 14 Z kj—i+s~rbr
j=0 i=1 r=s—i+1

Algebraic simplification of this term gives

s—1 s r
Co=(KXx)x™ Y 2 pbx™" —x" ¥

i=1 r=s—i+1 i=1 r=0 j=1

K s—1 ) s
_ (x) pixl Z br xr___ xN . C*

X" = r=s—i+1
where
s—2 s~r—1 i s—2 s—1 i-r
C* = Y X Piebeky XTI = % Yy piby iy _jxiTTT
r=0 i=1 j=1 r=0 i=r+1 j=1
N—-1 N s N N-1 s
C3: x! Z Di Z k}”l‘*‘s_’b": Z Z pl j—its—r rxj
ji=0 i=s r=0 i=s j=i—
Let m=j—i+s—r
“Then

Ca=2 X X pknbxmtiotr
i = r=0

Cy= Z pixiTs Z b, Z X"k, X™, sincek;=0forj<0.
i 0

m=N—i+s—r

N . N—1
=Y px7¢ b,x’[ Yk xm— > k,,,x’"}
i=s r=0 m=0

N
:szxl sB sz i—s Z b Z kmxm+r

m=N—i+s—r

N—-1

Z b Z pikmxi+m—s+r

i=s r=0 m=N-—its—r

>
e
=
=
Mz

Now substituting the values of C,, C, and C5 in (10), we have

s—1 K s—1 ) s
PO=K() Y Bop + 0 Y ot T bwoxoce

i=0 i=1 r=s—i+1

K N ) s N N-1 .
+ SX) Z pixlBs(x)_ Z b, Z Z pikmxl+m—s+r
: &

i=s m=N—i+s—r

=K(X)E:IBS iDi Kx(;x [; x! Z b,x" +Zp,xB

r=s—i+1 =

s N

__xN.C* Z br Z Z plkmxi+m—s+r

i=s m=N-—i+s—r

Z pi+rbs—rkN—jx

)

i—

j

245

(13)

(14)

(15)
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Algebraic simplification of the terms in braces on the right hand side in the above expression
will give us

KOS o, e
P(x)=K(x) ) B,_ip: +—x;' Y pix Y bx"— Z pixt Y bx
i i=0 r=0 i=0 r=0

Z pk xm+i—s+r
i*m
i

(x) +pnx"} By(x)

N-1

s—1
- Z PixiBS~i(X)]—xN'C* Z b, Z Z kmxm+z>s+r
i=0

i=s m=N-i+s—r

Thus

P(x) [1 — Kx(f)B( } K(x) [Z B,_ipi— Z:p.-xi‘sBs-i(X)}

s N
I:C*_pNB ( K(sx:i Z b Z Z plkmxm+i—s+r
Therefore

x) f; pi[B,_ i x*—x'B,_;(x)]
x*— K (x)B(x)

P(x) =

N-1

N K
*X-pyBx) KX X Y Y bpkex™t
+XN +i=s r=0

K (x)B,(x)—x* mIz (;)lB: (3:) —x°

where C* is given by (12). (16)
Only the first term on the right hand side in (16) will contribute to the coefficients of x’ for
j= N—1. We disregard the second and third terms on the right hand side in (16), since they
give the coefficients of x/ for j =z N. These are not needed because we wish to compare the
coefficients of x/ for j< N on both sides in (16) in order to evaluate p;for j<N. Let

ZPl{st i—x'B,_i(x)}

Q) = x*— K (x) By(x)
fil pi{x*B,_;—x'B,_(x)}
= =2 (17)

x*/K(x)— By(x)

The function Q(x) is fully determined once pq, py, ..., Ps— 1 are specified. This can be done by
applying the usual arguments of analyticity of Q(x) and Rouché’s Theorem. The expected
value of Q can only be obtained by evaluating the probabilities py, py, ..., P,- It should be
noted that the usual method of getting E(Q) as P'(1) can not be used since P(X) is not obtained
as a closed form expression.

4. Total Time Spent in the System:

Let W be the total time spent by a departing customer, who leaves Q customers behind. Let
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F () be its distribution function. Then

p=prio=ji=| e @ar. j<n
R

py=Pr{Q=N}= i J:C—M%-t!)—de(t)

j=N

From these two expressions, we have
S N & 0 (Y
j;olpj = j;O]JO e "j—!dF(t) +N Z S e M dF (1)

o N—1

. E(Q):[ z je WdF()JrN r ;f = g

0 j J! =0 !
B *|. T'(N-1, 21 I'(N, A1)
=N +JO [,lt rN=T) N (N } dF ()

where
Noe i) _ I'(N+1,4)
So Jt - TN+

Thus

E(Q)=N + f'(lN) f [(N=1)tT'(N—1, &t)—NI'(N, At)] dF (t)

or

r [NI(N, 2)—(N—1)AtT(N—1, 1) ]dF (t) = T (N)[N—E(Q)]

This expression relates the waiting time distribution and the average number of customers in
the system. Thus the waiting time can be found by using the properties of incomplete gamma
functions from the above expressions.

5. Special Cases*
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* This section will be published as an Addendum to this paper in the next issue of this journal, Volume 6, nr. 1, 1972.
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